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Abstract

In this paper we evaluate approaches that allow the re-routing of a set of already established label switched paths

(LSPs) in multiprotocol label switching (MPLS) networks when a new LSP demand faces constrained shortest path first

failure. Two optimization algorithms are proposed: one is based on an integer linear programming formulation of the

problem, while the other one is a heuristic method based on Dijkstra�s shortest path first algorithm. We analyze the

efficiency of our algorithms in a dynamic network environment. The simulation experiments show that our method

significantly increases the total network throughput. We also investigate the limitations of the applicability of proposed

methods considering their running time.
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1. Introduction

Providing Internet protocol based interconnec-

tion services in a competitive environment fortifies

the importance of expanding the customer base of

an Internet service provider (ISP), which requires

the use of traffic growth forecast and economical

resource provisioning. Accomplishing these in the

most cost-effective way requires a central infra-

structure consisting of traffic monitoring, trend
analysis, capacity planning, routing evaluation and

optimization functions. The applied technology in
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these components may differ between service pro-

viders; one ISP may use multiprotocol label
switching (MPLS) overlay based routing optimi-

zation [13], while another may prefer link weight

optimization of link-state routing protocols (e.g.,

OSPF) as the traffic engineering (TE) solution

[8,17]. This study concentrates on TE methods

based on explicitly routed paths with bandwidth

requirements. AlthoughMPLS terminology is used

throughout the paper, the investigated methods
can be applied in any technological environment

enabling source routing and bandwidth reservation

along the paths.

For shorter term label switched path (LSP)

provisioning a local distributed and automated

mechanism is needed, that can quickly react upon

arriving LSP establishment requests. Generally,

the constrained shortest path first (CSPF) algo-
rithm implemented in label edge routers (LERs) is
ed.
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used for this purpose. Various CSPF algorithms

can be found in the literature [1,14–16,23,24,26].

Each proposal aims at optimizing or improving

the network performance by concentrating on

different tasks, e.g., balance the load in case of low

and middle network traffic, or minimize the
blocking in case of network overload. To achieve

this, CSPF algorithm proposals differ in the ap-

plied metrics and the ordering in Dijkstra�s short-
est path algorithm. For example the first

constraint of the shortest–widest path algorithm

[26] is to find a path with maximum bottleneck

bandwidth, and when there are more such widest

paths, it chooses the one which is the shortest. The
widest–shortest path algorithm [1] intends to min-

imize the used resources of flows, while as a sec-

ondary objective aims at avoiding the loaded

network segments. The first metric of the discrete

link cost algorithm [23] is hop count, similarly to

the previous case, however, the method enables the

adjustment of various parameters. The minimum

interference routing algorithm tries to prepare for
potential future demands, by using one-level met-

ric with a complex weight function [15]. For a

more detailed overview of different CSPF meth-

ods, see [24].

The common property of the discussed CSPF

algorithms is that they route the new LSP demand

on arrival and do not change its path any more.

Although the routing methods aim at achieving
the best network utilization, decisions that seem to

be good considering the current circumstances can

result in a lower network performance on the long

term. The well-known solution for this problem is

the global optimization of LSPs with the help of a

centralized off-line network optimization tool

[2,3,7,10,13,19,20,25]. This optimization can be

performed periodically, when the network state
deviates considerably from the optimal state. The

complete optimization of all LSPs––depending on

the number of paths and size of network––can

take relatively long time on a dedicated server [13].

Furthermore, this action often causes the change

of almost all LSP routes, which has two undesir-

able effects: (1) increased signaling overhead

compared to the normal operation, and (2) a
transitional state––due to the major path restruc-

turing––in which some LSPs may have to be torn
down before their new routes can be established

[11]. For these reasons it is not advisable to per-

form global optimization too frequently, namely,

it should be considered on a larger time-scale, e.g.,

few days or a week.

The above mentioned methods represent two
options in the space of possible routing approaches.

Obviously, CSPF is the simplest since it does not

affect the paths of already established LSPs, while

global optimization––by rerouting possibly all

LSPs in the network––is the most complex. How-

ever, above these approaches, there are other op-

tions as well. One could intend to introduce a

constraint to a global optimization algorithm, and
restrict the optimization to a predefined maximum

number of LSPs. Alternatively, CSPF could be

enhanced as well, by allowing the re-routing of few

already established LSPs. This extension would be

used in case of a CSPF failure due to the shortage of

reservable bandwidth in the network. We have

searched the literature for such algorithms, how-

ever, we found that these research directions are yet
unexplored.

In this study we intend to provide algorithms for

the latter case, namely to trigger a prompt partial

path optimization (PPPO) in order to route the new

LSP when CSPF failure occurs. In this method,

instead of re-routing all LSPs of the network, we

intend to re-route only minimum number of LSPs.

As a consequence, reservable capacity may be re-
leased along the possible routes of the new LSP

demand, so that it can be established. Since this

action can be performed relatively often, a fast

optimization algorithm is necessary that affects

only few LSPs� established paths in the network.

To underline our assumption about such a dy-

namic control of transmission paths we mention a

dynamic, on-demand VPN service where after re-
questing a VPN connection its provisioning should

take, e.g., less than an hour. In this environment,

most probably CSPF would be used to set up new

requests, while global path re-computation would

be performed periodically (e.g., daily) to assure

optimal resource utilization. In case CSPF based

path setup fails, the service provider could use our

proposed PPPO method, i.e., re-route some al-
ready established LSPs instead of blocking the new

LSP demand. Although dynamic LSP setup is not
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wide-spread in current MPLS networks, some

studies propose dynamic concept. To balance the

utilization of network links a dynamic approach

can be used in case long-lived traffic flows are de-

tected on-line [22]. This proposal uses on-line path

computation that can adapt to changes promptly.
A dynamic architecture for accessing k paths is

another current research topic [6]. Here the basic

concept is to allow the management and control of

wavelengths from the edge of the network. Once

the path setup is triggered dynamically from the

edge of the network, the importance of automated

CSPF like methods will increase, while global op-

timization methods will probably have relatively
less significance. This underlines our research di-

rection to develop fast local partial path optimi-

zation methods.

In [12] we examined the basic case of prompt

partial path optimization when the number of

LSPs to be re-routed is limited by one, in other

words we investigated how the re-routing of a

single LSP can help the establishment of a new
LSP demand. Afterwards, in [18] we extended the

problem to the cases of protected LSPs as well as

explicitly defined loose and strict hops. It was

shown in both papers that prompt partial path

optimization can efficiently extend the CSPF al-

gorithm, resulting in a higher network perfor-

mance on the long term. Therefore, in this paper

we expand our study to a more general case when
we allow the re-routing of more than a single LSP.

The difficulty of the approach is to explore the

state space, because as the number of re-routable

LSPs increases, the number of cases for which the

routability should be checked explodes. As the

main part of the paper, in Section 2 we propose

two methods that can decide whether an LSP

subset is re-routable or not. The first method uses
an integer linear programming (ILP) formulation,

while the other one is based on a recursive Dijkstra

algorithm. Both algorithms are general in the sense

that they could be applied for any n re-routable

LSPs. For the ILP method we present heuristic

filters that can identify candidate re-routable LSP

subsets, in order to decrease the running time.

However, during our numerical investigations it
turned out that––taking into consideration that a

real-time application needs to have acceptable
running time––it is worth examining only such

cases when maximum three LSPs are allowed to be

re-routed.

The rest of the paper is organized as follows.

In Section 2 we present our new prompt par-

tial path optimization algorithm in details. Then,
we describe the simulation environment used

for performance evaluation, and analyze the ob-

tained results in Section 3. This section includes

discussions of issues related to the applicability,

scalability and long-term performance of the pro-

posed optimization algorithms, in various network

situations. Finally, we conclude our work in

Section 4.
2. Proposed new algorithms

In this section we present our new algorithms

that realize the concept of PPPO. As we have

discussed, the task of this new traffic engineering

method is to re-route several already established
LSPs in order to fit the new LSP demand into the

network. Since this job can be done relatively

frequently in comparison with, e.g., a global op-

timization of the network, it seems to be natural to

limit the number of changeable paths. In [12] we

investigated the simplest case when we allow to re-

route only a single LSP. It is obvious that by

increasing the limit on the number of LSPs to be
re-routed, the problem itself becomes much more

difficult, namely the size of state space and the

complexity of problem formulation expands rap-

idly. In our study we decided not to specify this

limit explicitly, but to adjust it based on the

practical running time values. Thus, a realistic

limit can be provided, considering that these al-

gorithms should be applied in connection with
real-time routing decisions.

As mentioned, PPPO is triggered by the failure

of CSPF algorithm that occurs because of the lack

of reservable bandwidth between the ingress and

egress router of the new LSP demand. The basic

process of PPPO is the following:

Step 0: n 1.
Step 1: Try to route the new LSP request by re-

routing n previously established LSPs.
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Step 2: If feasible solution is found STOP with

success.

Step 3: If n¼max_n STOP with failure.

Step 4: n nþ 1. Go to step 1.

Note that the upper limit on the number of re-

routable LSPs (max_n) can be adjusted, enabling

to control the running time of the algorithm in a

sense. In case of a real-time application a more

suitable implementation would be to build a time

limit into the algorithm that is being continuously

examined, thus when the particular running time

exceeds this limit the algorithm stops with failure.
The core of the algorithm (see step 1) is such a

method that is able to re-route one or more pre-

viously established LSPs in order to route the new

LSP demand. In this study we propose two

methods that realize this function. The first one

called integer linear programming based simulta-

neous re-routing (ILP-SR) formulates the task of

path selection for the new demand and the LSPs to
be re-routed as an integer linear program (see de-

tails in Section 2.1). The main idea behind our

second method called Dijkstra’s algorithm based

recursive re-routing (DA-RR) is that it tries to re-

route LSPs one by one with the help of Dijkstra�s
shortest path algorithm (see Section 2.2). The two

approaches are common in the sense that they do

not focus on finding the best solution, their only
purpose is to search for the first feasible solution,

which gives their heuristic nature. As another

common attribute, both methods provide the

possibility of applying various link cost functions

during the optimization.

It is obvious that increasing the number of LSPs

to be re-routed, the number of different cases to be

examined grows quickly, namely in case of n re-
routable LSPs the number of possible LSP subsets

that have to be checked is

jPj
n

� �
¼ jPj!

n!ðjPj � nÞ! ;

where P denotes the whole LSP set. Supposing a

large set of already established LSPs and small n
value, jPj

n

� �
� jPjn is valid. In other words, for a

fixed LSP set P the number of instances to be ex-

amined is in exponential proportion with the
number of LSPs to be re-routed n. Furthermore,

we suppose that the number of already routed

LSPs is in quadratic proportion with the network

size, i.e., the number of network nodes. Thus, for

example if n ¼ 3, the size of the state space speci-
fied by the problem is proportional to the sixth

power of the number of network nodes.

The examination of all possible LSP subsets

would be a very time-consuming task, making the

running time of the algorithm critical for larger

network instances. In order to reduce the neces-

sary running time, various filters can be applied,

with the intention of facilitating and speeding up
the examination of the various cases. Applying

ILP-SR the task of filtering is to prevent the al-

gorithm from formulating the routing problem of

such LSP subsets that surely or probably cannot

be re-routed. On the other hand, applying DA-

RR––that re-routes the LSPs one by one––the fil-

tering function has to decide which LSP is worth

re-routing. Thus, many branches of the recursion
can be eliminated. The detailed description of fil-

ters will be included in the presentation of the

proposed routing methods (see Sections 2.1 and

2.2).
2.1. Integer linear programming based simultaneous

re-routing

In this section we present our first proposal

called integer linear programming based simulta-

neous re-routing (ILP-SR) method that realizes the

core function of PPPO. The method consists of the
following steps:

Step 0: Select first LSP subset (containing n LSPs).
Step 1: If the selected LSP subset can be filtered go

to step 4.

Step 2: Try to route the new LSP demand and re-

route the selected LSP subset with the help

of ILP.
Step 3: If feasible solution is found STOP with suc-

cess.

Step 4: If there is no more LSP subset STOP with

failure.

Step 5: Select next LSP subset (containing n LSPs).
Go to step 1.
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The essence of the above method is step 2,

where the routing problem of a given set of LSPs is

formulated as an ILP and tried to be solved. As an

important characteristic of this approach, the

possible paths are searched simultaneously for the

LSPs. Moreover, the main advantage of ILP-SR is
that it surely finds a feasible solution if one exists

(for a given LSP subset). Another important ac-

tion is filtering performed in step 1, which con-

tributes to the reduction of running time of

algorithm. As we have discussed in Section 2, if the

above method could not find solution for the

current value of n, it can be increased up to a

predefined limit (max_n) and the method can be
restarted. The detailed ILP formulation, the subset

selection and filtering proposals are presented in

the next two sections.

2.1.1. ILP formulation

As it was presented in the previous section, the

base of ILP-SR is such a function that intends to

solve the routing problem of a set of LSPs with the
help of ILP formulation. The input parameters of

this function are the new LSP demand and one or

more previously established LSPs that have to be

re-routed. Although we did not explicitly limit the

number of LSPs to be re-routed, to understand the

methodology of ILP based routing we present

the detailed formulation of three independent LSP

routes in this section, which corresponds to the
case when we re-route two previously established

LSPs in order to fit in the new LSP demand.

The network is modeled by a directed graph
~GG ¼ ðV ;EÞ, where the set V of vertices and the set

E of edges represent the routers and physical

connections, respectively. Since we route band-

width guaranteed traffic flows (LSPs), a capacity

function capacityðeÞ, e 2 E specifies the total
amount of reservable bandwidth per physical link.

In our case three pairs of nodes s1; t1 2 V , s2; t2 2 V
and s3; t3 2 V are given, representing the ingress

and egress nodes of the new LSP demand and the

two LSPs to be re-routed. Since the LSP demands

have generally different bandwidth requirements,

we have to classify the edges into subsets. Subsets

E1;E2 and E3 of E consist of the edges that have
enough reservable capacity for the first, second

and third LSP, respectively. Since an edge can be
in more of these subsets at the same time, it is

necessary to examine whether this edge has enough

unreserved capacity to accommodate more LSPs

at the same time. Edges in E12 (� E1 \ E2) have the

proper amount of reservable bandwidth to fit in

the first and second LSPs simultaneously. Simi-
larly, subsets E13 and E23 are given to represent the

edges having enough capacity for the given LSP-

pairs. Edges that are able to accommodate all

three LSPs at the same time are the elements of

subset E123 (� E1 \ E2 \ E3). Introducing these

notations, our task can be formulated in the fol-

lowing way. We search for three paths P1, P2 and

P3 from s1 to t1, from s2 to t2 and from s3 to t3,
respectively, taking into consideration the follow-

ing constraints:

• P1 � E1, P2 � E2 and P3 � E3,

• P1 \ P2 � E12, P1 \ P3 � E13 and P2 \ P3 � E23,

• P1 \ P2 \ P3 � E123.

These constraint conditions come directly from
the above discussed system of subsets: an LSP can

use such edges that have enoughunreserved capacity

for its bandwidth requirement, two LSPs can jointly

use links width sufficient bandwidth for both of

them, and all three LSPs can cross a given edge only

if it has the proper amount of bandwidth to ac-

commodate all of them. We can compose the fol-

lowing integer linear program in order to solve the
above detailed routing problem. Vector variables x1,
x2 and x3 show which edges are in use by the first,

second and third LSP, respectively. For instance, xe1
indicates whether the first LSP uses the particular

edge e, or not. In this way we search for the integer

numbers xe1 2 f0; 1g : e 2 E1, xe2 2 f0; 1g : e 2 E2

and xe3 2 f0; 1g : e 2 E3 taking into account the fol-

lowing constraints:
X
e2qðvÞ\E1

xe1 �
X

e2dðvÞ\E1

xe1 ¼ dv;t1 � dv;s1 8v 2 V ;

ð1aÞ

X
e2qðvÞ\E2

xe2 �
X

e2dðvÞ\E2

xe2 ¼ dv;t2 � dv;s2 8v 2 V ;

ð1bÞ
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X
e2qðvÞ\E3

xe3 �
X

e2dðvÞ\E3

xe3 ¼ dv;t3 � dv;s3 8v 2 V ;

ð1cÞ

xe1 þ xe2 6 1 8e 2 ðE1 \ E2Þ n E12; ð1dÞ

xe1 þ xe3 6 1 8e 2 ðE1 \ E3Þ n E13; ð1eÞ

xe2 þ xe3 6 1 8e 2 ðE2 \ E3Þ n E23; ð1fÞ

xe1 þ xe2 þ xe3 6 2 8e 2 ðE1 \ E2 \ E3Þ n E123; ð1gÞ
where qðvÞ and dðvÞ are the sets of incoming and

outgoing edges of node v, and the function di;j is
the Kronecker symbol, which is 1 or 0 according to

whether i is equal to j or not.
We can extend this problem to an optimization

problem by assigning cost functions c1; c2 and
c3 : E) Rþ to the edges. Supposing that we use

additive metric, the cost of path Pi is the sum of the

corresponding link costs along path Pi. We search

for the paths that satisfy the above detailed con-

straints and minimize the sum cost of the three

paths. Using the above ILP notations, our task is

to find the integer vectors x1, x2 and x3 that satisfy
(1a)–(1g) and approach

min
X
e2E1

c1ðeÞxe1 þ
X
e2E2

c2ðeÞxe2 þ
X
e2E3

c3ðeÞxe3: ð2aÞ

The formulation of two paths is a bit simpler (see

[12]), while routing four paths simultaneously––

besides one additional equation per nodes corre-

sponding to (1a)–(1c)––requires essentially more

cases to be differentiated in order to examine the

possible joint use of a given edge.

Generally, any ILP software package can be

applied to solve this program. These solver pack-
ages are typically based on the so-called branch

and bound technique (see, e.g., [21]) in order to find

the optimal solution of the above detailed integer

linear program. During simulations we used the

lp_solve software package [4] to solve the ILP.
2.1.2. Select and filter LSP subset

In step 2 of ILP-SR an integer linear program is

composed and tried to be solved. This action is the

most time-consuming step of ILP-SR, thus de-

creasing the number of its executions could result
in significant improvement in overall running time.

For this purpose so-called filters can be applied.

The feature of these filters is that their running

time is negligible compared to the ILP formulation

and solution, while using them many LSP subsets

can be ignored during optimization, which results
in considerable running time reduction.

Our first proposal called routable filter (RoF) is

a non-heuristic filter, which means that it examines

necessary conditions and consequently precludes

only such situations that are surely impossible to

be solved. It checks whether the new LSP demand

could be routed if we tear down a given LSP

subset. This can be simply performed with the help
of the (constrained) Dijkstra�s algorithm. It avoids

the further investigation of such LSP subsets that

do not facilitate the placement of the new LSP

demand into the network.

Unfortunately, the path subset selection method

of the ILP based algorithm cannot ensure any re-

lationship between the LSPs to be re-routed. It can

happen that the elements of the selected LSP
subset (to be re-routed) are really far from each

other in the network. In this case we may say that

their routing is practically independent. For this

kind of events the ILP formulation and solution is

obviously useless. This is the idea behind the sec-

ond filter called relationship filter (ReF), which

tries to make the relationship between LSPs mea-

surable. Based on this measure, the examination of
such subsets where one or more LSPs are �not in
relationship� with the others can be avoided. ReF

is heuristic filter as it checks such condition that

probably get fulfilled if the examined case has a

suitable solution, which means that it sometimes

precludes also such situation that would be solv-

able. Although, this may cause the reduction of

success probability of optimization, the approach
can provide significant decrease in running time.

We decided to specify this relationship measure

with the help of the absolute shortest path lengths

determined purely by the network topology. As a

starting step of this filter, we store in a table the

minimal path length values between each node-

pair. In order to specify the relationship between,

e.g., LSPs A and B we examine the minimal length
of such paths between the ingress and egress node

of LSP A that use at least one edge of the current
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path of LSP B. For a particular edge of LSP B, we
have to sum the possible shortest path lengths

between the end-points of the given edge and the

ingress–egress pair of LSP A (dashed line in Fig. 1)

with the help of the above specified minimal path

length table. This sum increased by 1 (the length of
the particular edge) indicates the minimal length of

such a path that fulfills the above conditions. Re-

peating this examination for all edges of LSP B the

overall minimum length can be determined. This

minimal length is compared with the absolute

shortest path length for LSP A, and the difference

is considered as the measure of B! A where the

arrow represents the relationship between the two
LSPs. Obviously, this relationship is not symmet-

ric, namely ðB! AÞ;ðA! BÞ.
This filter can be made parametric in the fol-

lowing way: restrict the relationship B! A only to

such cases when the measure of relationship be-

tween two LSPs is at most p. This means that in

case of p ¼ 0 only an absolute shortest path

crossing an edge of the other LSP can indicate
relationship. On the other hand, when setting pa-

rameter p to, e.g., 3, relatively far LSPs can be-

come �relatives�, since in this case B and A will be in

relation, even if the minimal path for LSP A that

crosses the current path of LSP B has three more

hops compared to the absolute shortest path of

LSP A.
For instance, we can see in Fig. 1 that LSP A––

whose absolute shortest path is three hop long––

has a three hop long path crossing one edge of LSP

B, thus the measure of their relationship is 0. This

means that the teardown (and re-routing) of LSP B
could help the re-routing of LSP A in some cases.
Fig. 1. Relationship filter.
Note that examining whether B! A does not

need any information on the current path of LSP

A, thus this relationship can be extended to the

new LSP demand, too. In this way, when analyz-

ing a particular LSP subset, the first step is to find

such an LSP X that can help the establishment of
the new LSP demand N , namely for which X ! N
holds true.

In summary, this filter reduces the problem in-

stances that need ILP formulation (and solution)

only to such cases when a directed relationship

system can be determined for the LSP subset. For

example, B! A! N indicates three LSPs (in-

cluding the new demand as well) that could be
(re-)routed simultaneously: the system of their re-

lationships shows that the teardown of LSP A can

help the establishment of the new LSP demand,

while the re-routing of LSP B can facilitate the

replacement of LSP A.
An important feature of this filter is that its

implementation is very simple, it can be realized

with the help of the pre-computed shortest path
length table and simple lookup operations.

2.2. Dijkstra’s algorithm based recursive re-routing

In the previous section we presented an ILP

based method aiming at finding paths for more
LSPs as a possible realization of the core function

of PPPO algorithm. In this section we detail our

other proposal to solve this task, namely the

Dijkstra’s algorithm based recursive re-routing

(DA-RR) algorithm. The main difference between

the proposals is that while ILP-SR routes the LSPs

simultaneously, DA-RR selects path only for one

LSP at a time. The principal idea behind this
method is the following: find an LSP whose tear-

down releases the sufficient amount of bandwidth

for setting up the new LSP demand, route the new

LSP demand, then consider the torn down LSP as

a new LSP demand, and try to route this �new LSP

demand� in the same way.

This idea can be implemented with a help of a

recursive procedure. The pseudo code of this
procedure called �darr� can be seen in Fig. 2. As we

have mentioned, the need for PPPO is indicated by

the failure of CSPF. Moreover, resulting from the

basic structure of algorithm, on a particular
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optimization level n, it is sure that the new LSP

demand cannot be set up by re-routing at most

n� 1 LSPs (see steps of PPPO). Consequently,

when the level of recursion reaches the current

optimization level n, the procedure tries to route

the actual LSP demand without allowing the re-

routing of any further LSPs. If we are not yet at
level n, the procedure tears down the previously

established (referred as �old�) LSPs in a cycle, and

checks if the actual LSP demand became routable.

If we succeed in routing the actual LSP demand,

the re-routed LSP is considered as a new LSP

demand in the following, and the procedure is

called recursively by also increasing the number of

re-routed LSPs. If the procedure does not find an
�old� LSP that both enables the set up of the actual

LSP demand and can be re-routed itself, it returns

to the lower level (in recursion) with failure. The

�dijkstra� function in the procedure performs a

bandwidth constrained path selection by pruning

the links with unsufficient amount of bandwidth. It

returns with �success� if the routing was successful,

and with �failure� otherwise. The �teardown� func-
tion releases the bandwidth reserved by the LSP

and returns the LSP as a new LSP demand, while

the �restore� function is in charge of restoring the

original path and reservations of the given LSP.
2.2.1. Filtering

As we have discussed earlier, the basic concep-

tion of ILP-SR does not ensure any relationship

between the LSPs to be re-routed, e.g., it can

happen that they are �far� from each other which

means that they practically cannot affect the

routing of each other. On the contrary, DA-RR
implicitly guarantees that the LSPs to be re-routed

are in close relation in all examined cases. The

necessary condition of the origination of a new

branch in recursion is that the teardown of the new

LSP to be re-routed has to enable the setting up of

the current LSP demand. In this way, every ex-

amined situation includes the possibility of a suc-

cessful optimization. Therefore, no further filters
are used for DA-RR.
3. Numerical results

In order to investigate the attainable perfor-

mance improvement resulting from the application

of PPPO, we performed various simulation ex-

periments. Analyzing the numerical results we fo-

cused on two principal issues: (1) long-term effects

of PPPO on the throughput of network, and (2)

limits of real-time applicability of the proposed
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methods considering the network size. In the re-

mainder of the section the applied simulation en-

vironment is presented, then the performance

evaluation of the proposed algorithms is given,

including the description of the performed simu-

lation scenarios.

3.1. Simulation environment

The analytical investigation of different routing

algorithms (see, e.g., [20]) is generally a very

complex and difficult task. Considering the exam-

ined optimization problem it could be hard to find

a tractable analytical approach that can be applied

to obtain practical results. Thus, we decided to

apply a discrete event driven simulator, which
enables the investigation of the dynamic operation

of the network. Since MPLS is generally used in

backbone networks, we considered macro-flow-

level simulation as favorable approach.

The topology of network has a large influence

on the behavior of routing algorithms, so it was a

key challenge to characterize the networks that are

relevant for our investigations. We decided to
generate topologies with the Random Topology

Generator method [9,10]. This method takes into

consideration the characteristics of real commu-

nication networks, and enables to adjust such to-

pology parameters as number of nodes and nodal

degree. In order to get results from different net-

work configurations, we varied the number of

nodes from 10 to 50, and the average nodal degree
from 2.5 to 4. The links were generally 2.5 Mbps

(OC-48) connections. During simulations we did

not focus on network element failures, conse-

quently the topologies were permanent in a par-

ticular scenario.

For the lack of real traffic statistics, we gener-

ated the traffic demands randomly. Since typically

every node of a backbone has its own access area,
we considered each node as a potential ingress and

egress router for LSPs. Thus, we generated traffic

demands for all node-pairs based on a uniform

distribution, and the number of LSPs per node-

pair was generally set to three on average.

In order to analyze the dynamical operation of

the network, we examined the behavior and effect

of the algorithms in the time domain. We decided
to model the arrival of new LSP demands as a

Poisson process with rate k, which is the general

approach in case of traffic flows with bandwidth

requirements. Since we model aggregated micro-

flows in our environment, some long-tailed distri-

bution seemed suitable to model the connection
times. Thus, we decided to apply the Weibull dis-

tribution with shape parameter a < 1 for this

purpose. This method is derived from the expo-

nential distribution, the difference is that the em-

phasis is shifted in the direction of larger holding

times, in other words the probability of longer

connections is higher.

Considering the bandwidth requirements of
LSPs, we applied the common rule that defines the

maximum possible bandwidth of a traffic demand

as the 10% of the average link capacity. Besides,

during a particular simulation scenario we ad-

justed the total volume of bandwidth requested in

the network by adjusting the upper limit of LSP

bandwidth. Within this interval, the distribution of

the bandwidth values was uniform. In this way, the
total network load and the blocking probability

values could be controlled in order to set such

network states that were interesting for us.

The general arrangement of our simulations

was the following. Each scenario started with an

‘‘empty’’ network without established LSPs. Dur-

ing the simulation two phases were differentiated:

(1) the initial so called transient phase, when the
average number of established LSPs and the net-

work load increases rapidly; and (2) the second so

called stationary phase, when the network

throughput is more or less smooth. The length of

the transient phase was determined in such way

that the necessary time to reach the expected value

of the number of established LSPs––that is the

product of arrival rate and holding time parame-
ters in non-blocking case––was doubled. Thus, the

number of arriving LSP requests was the threefold

of the expected number of LSPs in general. On the

other hand, during the stationary phase the num-

ber of new LSP arrivals was generally the twen-

tyfold of the average number of established LSPs.

Obviously, in order to ignore the initial transient

data, the measurements were done purely in the
stationary phase. To get reliable results this pro-

cess was repeated until the statistical error of
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results decreased below 2% in case of confidence

level of 95%. On the other hand, in case of prac-

tical running time values of algorithms the re-

quirements on confidence were looser, since in that

case we only focused on order of magnitude dif-

ferences.
In our opinion operators generally endeavor to

manage as much traffic as possible, therefore we

identified the total network throughput as the main

performance metric in numerical comparisons.

The current network throughput value consists of

the sum of reserved bandwidths by all established

LSPs at a given moment. We consider this value

on average through the stationary phase. Another
important measure is the blocking probability,

which shows the ratio of non-routable traffic de-

mands and all traffic demands. Since the proposed

PPPO method is triggered by the failure of CSPF,

the operation of optimization algorithms can be

examined only when a part of the arriving LSP

demands get blocked. On the other hand, too high

blocking value is not realistic considering that if
the majority of the demands fails to be set up then

probably the network has to be re-dimensioned.

Furthermore, we examined also special cases of

traffic pattern distortion––since one can benefit

from the re-routing feature of our optimization

method in such situations––when the experienced

blocking probability can be higher than in case of

normal operation.

3.2. Performance evaluation

In this section we describe the performed sim-

ulation scenarios, furthermore, present and ana-

lyze our simulation results. In the first scenario,
the practical running time values of algorithms are

examined, laying emphasis on the effect of various

filters. In the second example we investigate the

behavior of our optimization algorithms in such

situation where though the traffic is well balanced,

the network is lightly overloaded. After that we try

to explore what happens when the traffic of a

particular network node suddenly increases for
some reason. Finally, we simulate the situation

when the focus of traffic volume moves from one

part of a network to another. As we mentioned,

both ILP-SR and DA-RR (as well as CSPF) en-
able the use of any additive type link metric. Since

we focus on highly loaded network situations

during investigation of the effect of PPPO, we used

the discrete link cost method (see Section 1) with

parameters C ¼ 100, a ¼ 1:0 and minimum link

utilization level of 0 in our experiments [23].

3.2.1. Computational efficiency and filters

As we have discussed, an important task of this

study is to investigate the possible upper limit of

the number of LSPs to be re-routed. Thus, we

examined the running time of the algorithms at
various network sizes and traffic situations. Since

PPPO is intended to be used in real-time applica-

tions, we considered 10 min as the upper limit of

acceptable running time. As we have discussed, the

running time can highly depend on the efficiency of

filtering, thus the further task of this section is to

examine the obtained performance gain when app-

lying filters.
In the first simulation scenario we investigated

how filtering reduces the number of LSP subsets to

be examined, and consequently the running time.

Since the relationship filter (ReF) is heuristic, also

the possible degradation in long-term performance

had to be examined. The experiments were focused

on the case when maximum two LSPs are allowed

to be re-routed by ILP-SR (referred as �ILP-SR 2�).
The results of measurements performed on 10-

node networks with average nodal degree of 4 are

summarized in Table 1. We differentiated two

worst cases: (1) the new LSP demand can be es-

tablished only by re-routing exactly the maximum

number of re-routable LSPs, or (2) the new LSP

demand cannot be set up at all. The rational be-

hind this approach is that the practical running
time could be critical in these two cases. In ac-

cordance with this, two values can be found per

cell in the table corresponding to these two cases,

respectively. The simulations were carried out on a

Sun Ultra Enterprise 420R machine with Ultra II

450 Mhz processor and 1 GByte memory. The

tendencies are very clear. Applying purely the ro-

utable filter (RoF) the whole state space could be
reduced to 15.4% of the original size, which means

that the ILP formulation can be avoided in about

85% of all cases (note that RoF is always in use).

Using ReF with p ¼ 1 (recall that parameter p



Table 2

Running time of algorithms [s]

Algorithm/

network size

10

nodes

15

nodes

20

nodes

30

nodes

50

nodes

DA-RR 1 <0.1 <0.1 <0.1 0.6 5.5

<0.1 <0.1 <0.1 0.6 5.3

ILP-SR 1 <0.1 <0.1 1.8 12.4 52.2

<0.1 <0.1 2.1 10.3 62.3

DA-RR 2 1.1 8.3 34.8 554.5 n.a.

0.7 6.7 45.7 556.0 n.a.

ILP-SR 2 8.2 42.2 389.4 n.a. n.a.

13.8 87.1 588.2 n.a. n.a.

DA-RR 3 10.3 58.4 n.a. n.a. n.a.

7.8 44.2 n.a. n.a. n.a.

ILP-SR 3 523.4 n.a. n.a. n.a. n.a.

2751.3 n.a. n.a. n.a. n.a.

Table 1

Effect of relationship filter (ReF)

Algorithm/

measure

Examined

cases [%]

Running

time [s]

Throughput

[%]

ILP-SR 2 0.9 8.2 108.14

ReF p ¼ 0 1.5 13.8

ILP-SR 2 3.9 35.6 108.21

ReF p ¼ 1 7.6 69.0

ILP-SR 2 5.9 49.1 108.27

w/o ReF 15.4 148.9

CSPF

w/o opt.

n.a. <0.1 100.0
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specifies the measure of relationship, see Section
2.1.2) the number of examined cases is below 8%.

Moreover, setting p to 0, only 1.5% of the original

cases has to be checked. These proportions can be

observed in the measured running times, too. Al-

though running time without any filter is not

available since the RoF––as it checks necessary

condition––is always applied, the effect of rela-

tionship filter is well noticeable, namely the 1–2
min running time can be reduced to about 10 s.

Beside the running time we should also investigate

the long-term throughput. In the performed ex-

periments we did not realize relevant performance

degradation when applying ReF, as we expected.

Consequently––because of the significant reduc-

tion in running time––we only consider the fastest

version, namely the �ReF p ¼ 0� filtering in the
following examinations.

In the next scenario we analyzed the practical

running time values in case of different PPPO al-

gorithms and various network sizes. As we can see

in Table 2, there is an order of magnitude differ-

ence between the running times of DA-RR and

ILP-SR methods at each level. We can also notice

that allowing to re-route a single LSP with DA-
RR (referred as �DA-RR 1�) needs minimal run-

ning time even in case of a 50-node network, where

the ILP based method finishes in a minute on av-

erage. Considering ten minutes as a realistic time

limit, we may say that if two LSPs are allowed to

be re-routed, DA-RR can be applied up to 30

nodes. �ILP-SR 2� applying the relationship filter

(�Ref 0�) can be used up to network sizes of 20
nodes. The necessary running time of �DA-RR 3�
in case of blocking is unacceptably high in case of

a 20-node network; the algorithm reaches the limit

of its applicability at about 17–18 nodes. Unfor-
tunately, re-routing three LSPs with ILP-SR may

result in almost one hour blocking time even if the

relationship filter is applied (for 10-node net-

works). Thus, it proves to be unfeasible for real

time situations. However, it might be used in ex-

tremely small networks, or if the number of LSPs

is low.

3.2.2. Normal operation with symmetric traffic

pattern

In this simulation scenario we considered a

network with roughly symmetric traffic, namely

the intensities of new LSP requests were nearly the

same between the various nodes. As it had been

introduced previously, the average network load

was adjusted by changing the expected value of
LSP bandwidth requests. The simulation was

performed on a 20-node random network topol-

ogy (see Fig. 3b) having average nodal degree of 4.

As we can see in Fig. 3a, the difference between the

algorithms is minimal in case of average LSP

bandwidth of 68 Mbps. This is not surprising since

the blocking probability of a new demand is very

low at this point. It is clearly visible that increasing
the load the benefit from the use of PPPO



Fig. 3. Evenly distributed LSP requests. (a) Throughput change in traffic domain; (b) network topology.

Table 3

Ratio of optimization and blocking cases [%]

Algorithm/

opt. case

Re-routing

1 LSP

Re-routing

2 LSPs

Blocking

ILP-SR 2 63.32 23.71 12.97

DA-RR 2 62.76 23.03 14.21
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increases, too. At about 84 Mbps average LSP

bandwidth, by re-routing a single LSP the per-

formance improvement is about 4%. Moreover,

allowing the re-routing of two LSPs, the attainable
gain in total network throughput reaches 6%. By

applying ILP-SR as the core function of PPPO,

even higher network utilization can be achieved in

some cases, however, the average improvement is

similar. The reason for the different results of ap-

proaches could be that ILP-SR sometimes succeed

in re-routing such LSP subset that DA-RR cannot

re-route due to its heuristic nature. On the other
hand, it can also happen that ILP-SR filtering

(ReF) ignores such LSP subset that DA-RR could

re-route. However, if the running time becomes

critical––because of the network size, or the un-

expectedly large number of LSPs, etc.––we pro-

pose to use DA-SR, as it can provide quite good

result with moderate running time.

One can realize that the difference between
CSPF and DA-RR 1 methods is much larger then

the difference between DA-RR 2 and DA-RR 1.

This tendency is valid for ILP-SR, as well.

Therefore at 84 Mbps average LSP bandwidth

value we investigated the distribution of LSP re-

routing cases (see Table 3). After CSPF failure, re-

routing a single LSP enables the routing of the new

LSP demand in about 63% of the cases, while re-
routing two LSPs increases the routing probability

by only 23–24%, which agrees with our above

observation.
3.2.3. Increased traffic volume in a particular

network node

In order to get a deeper insight into the be-

havior of various optimization algorithms, it is

worth testing them on special situations. In our

point of view, a special situation means that the

traffic pattern differs significantly from the original

one that the network was planned for. This might
cause that some parts of the network become

overloaded, while other parts remain underuti-

lized. The reason for this change in traffic demands

can be various. In this section we investigate the

case when the incoming and outgoing traffic vol-

ume of a particular network node increases unex-

pectedly due to some special event in the access

area of the node, e.g., an earthquake.
We decided to choose a 13-node random net-

work (shown in Fig. 4b) with 3.54 links per node

on average. After the initial transient phase the

network operates normally for 40 time units. In

this phase the traffic is balanced, the blocking

probability of a new LSP demand is very low,

about 1–2%. After this stationary state––in order



Fig. 4. Effect of special event occurred in the 40th time unit. (a) Throughput change in time domain; (b) network topology.
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to simulate a special event––we increased the LSP

arrival intensities by 200% from and towards node

7, while the intensities between other LERs re-

mained the original. We can observe in Fig. 4a that
this change results in a significant growth in the

overall throughput. However, the blocking prob-

ability increases, too. Applying PPPO a part of the

demands blocked by CSPF can be routed. Con-

sequently, much higher network throughput can

be achieved. In Table 4 the average throughput

values are shown concerning the [80,260] time in-

terval. When the re-routing of a single LSP is al-
lowed, about 6% improvement can be reached. By

re-routing an additional LSP the performance gain

increases further by 3%, resulting in an average

109% throughput compared to the pure CSPF

method. Allowing to re-route 3 LSPs in DA-RR

the throughput increases again by 1.5%.

In summary, we can say that by allowing to re-

route several LSPs in order to fit in a new LSP
demand, a significantly higher network utilization

can be reached. However, increasing the number

of LSPs that are allowed to be re-routed, the de-

gree of performance improvement decreases, in
Table 4

Average network throughput in the interval [80,260]

Measure/algorithm CSPF DA-RR 1 ILP-SR

Throughput [Gbps] 61.52 65.26 65.12

Rel. throughput [%] 100.0 106.07 105.85
accordance with our previous observations (see

Section 3.2.2). Since ILP-SR and DA-RR per-

formed very similarly, and considering that in this

kind of situation the time limits of the algorithm
would be significantly lower because of the more

frequent change of traffic demands, the use of DA-

RR seems to be more favorable.

3.2.4. Shift in traffic focus

In this section we examine another situation

when the traffic pattern differs from the original

one, namely we move the focus of traffic volume
from one part of a network to another. With the

help of this simulation the effect of a badly di-

mensioned network could be analyzed, further-

more, this approach could enable the modeling of

the daily profile changes in a continent-wide net-

work. In order to simulate this event we examined

a network that consists of two regions. The nodes

from 0 to 5 correspond to first Region A, while the
remaining nodes correspond to Region B (see Fig.

5b). The majority of traffic demands is generated

inside the regions, namely the amount of such

traffic that connects the two regions is only 10% of
1 DA-RR 2 ILP-SR 2 DA-RR 3

66.83 66.91 67.83

108.64 108.75 110.25



Fig. 5. Moving the focus of traffic between two network regions. (a) Throughput change in topology domain; (b) network topology.
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the total traffic of the whole network. During the

simulation we distort the traffic pattern in such
way that in Region A we multiply the traffic in-

tensities by d=0:5 and in Region B by ð1� dÞ=0:5,
where d changes from 20% to 80%. Thus, in case of

d ¼ 50% the traffic matrix is the original, while

towards the borders the traffic is concentrated al-

most only into either of the two regions.

As we can see in Fig. 5a, the network is the most

balanced when d ¼ 40. The reason for this is that
Region B consists of one more node and three

more links compared to Region A, consequently it

can accommodate basically larger volume of traffic

without significant blocking. Moving the focus of

traffic to Region A or Region B the performance

of pure CSPF method is reduced. By applying

PPPO to complete CSPF the flexibility of routing

can be increased, in consequence significantly
higher average throughput level can be achieved

on the long term. The available performance im-

provement is about 5–10% in the relevant interval.
4. Conclusion

In MPLS networks CSPF algorithms provide
the simplest, automated method for setting up

bandwidth constrained label switched paths. An-

other widely discussed path computation method is

global path optimization that is generally per-

formed in a central traffic engineering tool. While
CSPF concentrates on a single LSP at a time, in

case of global optimization all LSPs are considered
for optimization. In this work we discussed and

evaluated a third option, namely the problem of

partially optimizing few already established label

switched paths, in order to fit in a new LSP demand

that could not be established by the simple CSPF

algorithm. In our new method, beside requiring

that the number of affected LSPs should be limited,

we also aimed at limiting the running time of op-
timization. We argued that the proposed PPPO

method can be best utilized in a dynamic environ-

ment, where the set of established paths continu-

ously changes in the network. We identified the

total throughput as the key network performance

indicator. Thus, PPPO aims at improving the total

network throughput, by giving another chance for

LSPs that faced CSPF failure.
We presented two basically different algorithms.

The first one uses heuristic filters to select such

LSP subsets that are probably re-routable. Once a

candidate LSP subset is identified, an integer linear

programming based solution decides if the new

LSP demand and the selected old ones can be es-

tablished simultaneously. The filtering phase is

critical in reducing the running time of this algo-
rithm, since the solution of the ILP formulation is

very time consuming. The second algorithm is

based on the Dijkstra�s shortest path algorithm,

which can basically provide relatively faster oper-

ation. This second proposal aims at discovering
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the state space by a recursively called procedure. It

also limits the number of investigated cases by

requiring that only such LSPs can be members of

the re-routed LSP subset that enable the setup of

the new LSP or the re-routing of another old LSP.

The proposed two methods are general in the
sense that both are theoretically applicable for re-

routing any number of LSPs. However, our simu-

lation experiments showed that the complexity of

the problem allows the investigation of re-routing 1,

2 or 3 LSPs. Applying our PPPOmethod for slightly

overloaded networks, the performance gain, namely

the total network throughput increase was 4–10%

compared to the traditional CSPF method. Fur-
thermore, we realized that our recursive algorithm

provided quite similar results as the ILP based

method, but with significantly lower running time.

As a future work, we would like to carry out

experiments on real ISP topologies and to apply

more realistic traffic models including LSP arrival

processes, bandwidth distributions, number of

traffic classes, etc. The recent topology and flow
characterization works of CAIDA [5] could pro-

vide input for this activity. Another work item

could be the development and analysis of novel

filtering heuristics to improve the running time and

performance of the optimization algorithms.
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